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Abstract of the contribution: KI#2 considerations on impact of in-network buffers during server relocation.
1
Background
In-Network Buffers during Server Relocation:

Buffering upstream packets in-network during server relocation may give the application lower packet loss, but at the expense of higher E2E latency. Traditional L4 transports have aimed to maximize throughput and use packet loss as a signal for congestion control. However, extensive research [1] over the last decade has shown that (over) buffering packets has resulted in increased latency, jitter and even lower throughput. 
Furthermore, recent L4 congestion controllers such as BBR [2] and others use not only packet loss but also estimates of latency, ECN, recent acks, etc to estimate bottleneck bandwidth and round trip latency. Thus, additional buffering affects the congestion estimates and backoff when using hybrid models and parameters.
Evaluation:
Solutions #27, #38 use of additional buffering during server relocation from old EAS to new EAS should be selectively applied. These solutions buffer packets while the server is being relocated so that packets can be delivered even if with higher latency. For L4 flows that use classic congestion control like TCP Cubic, there may be no problem since they mainly use packet loss. However, for L4 flows/congestion controllers that measure latency, additional buffering may distort estimates of latency and throughput.  In the latter case, if the application domain orchestrates old/new EAS replication /mirroring for the duration of server relocation, the network can reliably deliver packets and avoid additional buffering. 

References: 
 [1] Bloat Project, https://bufferbloat.net 
 [2] BBR: Congestion-based Congestion Control, N. Cardwell et al, ACM Queue, vol 14, 2016 pp 20-53.
2. 


Proposal

It is proposed to include the following updates in TR 23.748.


* * * * Start Change * * * *
7.X
Evaluation of solutions for Key Issue #2

Buffering during Server Relocation
Solutions #27, #38 use of additional buffering during server relocation from old EAS to new EAS should be selectively applied. These solutions buffer packets while the server is being relocated so that packets can be delivered even if with higher latency. For L4 flows that use classic congestion control like TCP Cubic, there may be no problem since they mainly use packet loss. However, for L4 flows/congestion controllers that measure latency, additional buffering may distort estimates of latency and throughput.  In the latter case, if the application domain orchestrates old/new EAS replication /mirroring for the duration of server relocation, the network can reliably deliver packets and avoid additional buffering. 

* * * * End of Changes * * * *
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